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ABSTRACT

Krylov subspace methods are one of the strongest iterative approach, which
are used to solve large scale linear systems. These methods are based on a
general type of projection process. As at each iteration of interior points
method (IPM) at least one linear system has to be solved, where the main
computational effort of IPMs consist in the computational of these linear
systems. Therefore, we suggest to use Krylov subspace methods to solve these
linear systems.

In the paper (Al-Jeiroudi, 2011), it has been introduced a new
preconditioner for the augmented system, which arises from IPM for quadratic
programming. Since, in most cases Krylov subspace methods require
preconditioner to improve the global convergence. The eigenvalues play critical
rolein the convergence analysis of Krylov subspace methods. Therefore, in this
paper we are going to focus our attention to study the eigenvalues of the
preconditioned augmented system, which are preconditioned by the previous
preconditioner.

In this paper, we introduced new theorem, which studies the eigenvalues
behaviour of the preconditioned system, and we show that, the eigenvalues are
bounded away from zero. In addition, they are equal to one exactly or one plus
a positive number. Moreover, they are well clustered and consequently this
play an important rolein the conver gence speed.

Keywords. Interior Point Methods, Quadratic Programming,
Krylov — subspace  methods, Preconditioner,
Eigensystem, Convergence of iterative methods.
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1 Introduction
The quadratic programming problem, in general, has the form
(Wright, 1997).

min CTX+%XTQX
st. Ax=b,
x3 0.
Where AT R™", Q1 R"". We assume that m£n and A has full

row rank and Q isasymmetric positive definite matrix.
We will focus, in this paper, on the augmented system, which arises
from interior points method (IPM) for quadratic programming
problems. This system is as follow, (Andersen et al., 1996 and Wright,
1997):

& (D?+Q) ATUED_éfd )

& A 0Dl &t
WhereD = XY2S¥? and X and S are diagonal matrices in R""
with the elements of vectors xT R" and sT R" respectively on the
diagonal, p is the average complementarity gapm= x"s/n, (Wright,
1997).
f and garegiven asfollows:

f=c- ATy+Qx- nX e and g=b- Ax

where ¢ R", y,bl R",
The solution of (1) dominates on the computationa effort of the entire
IPM agorithm. Especiadly, it must be solved at each iteration of 1PM
algorithm during the execution.
In (Al-Jeiroudi, 2011) it has been introduced the following vectors t,

and tywhich define:
_ / -1/ —_
t,=X"?s"?Ds, t, =Dy

That leads to the following indefinite augmented system of linear
equations
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&1 +DQD) DA'U&,u éfu

e B u=e ( 2

¢ AD 0 gdva €90
Where f = XY2SV?(c- ATy- s+nmQS'e) and g =-b+ mAS'e.
In this paper, we will suggest using one of Krylov subspace methods
to solve the system (2) preconditioned by the preconditioner, which it
has been proposed in (Al-Jeiroudi, 2011). Usualy, the systems (1)
and hence (2) are very huge. As a result, preconditioned the system is
essential to improve the convergence property of the system.
The objective here is to study the eigenvalues behaviour of our
specific preconditioned system, preconditioned by the preconditioner,
which is proposed in (Al-Jeiroudi, 2011). We will also show that the
eigenvalues are maintained away from zero and they are well
clustered.
Many studied tackle the issue of convergence analysis and eigenspace
of Krylov subspace methods (Saad, 2003; Van der Vorst, 2003;
Greenbaum, 1997 and Kelley, 1995). The convergence of Krylov
subspace methods is determined by the distribution of the eigenvalues
of the coefficient matrix. It is often desirable for the number of distinct
eigenvalues to be small so that the global convergence is guaranteed
to occur quickly (Trefethen et al., 2005; Greenbaum, 1997 and
Nachtigal et al., 1992). In addition, clustered spectrum away from
zero often resultsin rapid convergence (Benzi et al., 2005).

3 Block triangular preconditioner

In this section, we will remind the reader by the preconditioner of
system (2), which it has been mentioned in the paper (Al-Jeiroudi,
2011). In order to study the behaviour of the eigenvalues of the
preconditioned matrix.

Many researchers provide a certain class of preconditioners, ones try
to guess a non-singular sub-matrix of A, which is called the basis of A
(Al-Jeiroudi et al., 2009 and 2008; Bergamaschi et al., 2007 Chai
et al., 2007; Dollar et al., 2006, 2005 and 2004; Keller et al., 2000 and
Gill et al., 1992).
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We are going to mention here the preconditioner for the augmented
system (2), that we want to study its eigenvalues behaviour. This
preconditioner has the form:

gl +DgQ,,Ds  DgQ,Dy  Dg BTg
P=a DyQx1Ds I 0 u (3)
8 BD, 0 0 H

Where the following matrix:
4l +DQD) DA'U
K=a ¢
& AD 0
in the augmented system is written:
él +DgQu,Dg DsQ1,Dy Dsg B' u

oC

e u
K= é DNQZlDB I+ DNszDN Dy NT[}
8 BD; ND, 0 H

Hence, the matrix A isdividedinto [B N], where B isam" m full
rank matrix the columns of A which is corresponding to the small
elementsof D. Thematrix N istherest columnsof A.

Similarly, the matrix Q isaso divided asfollows:

Q= éQll lel;'
@21 QZZH
where Q,, Qp, Quand Q, ae marices of the size
m mn-m m m n-mandn-m n- m respectively.
4 The Eigenvalues of the Preconditioned system:
In the following theorem, we show that the eigenvalues of the
preconditioned matrix are: one with multiplicity 2m- r , where ris
the rank of N, or one plus the eigenvalues of the symmetric positive
definite matrix, which is positive real number, and one plus complex

number with positive rea part. Therefore, the spectrum of the
preconditioned matrix iswell clustered.

The preconditioned matrix P'K, where the inverse of the
preconditioner P isgiven asfollows (Al-Jeiroudi, 2011):
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0 0 D, 'B*
0 I B DNQle-l
¢ _TDB_l - B_TleDN B_T(' Déz' Q11+Q12D13|Q21)B_1
Therefore the preconditioned matrix P *K becomes:
él D 'B*ND,, 0 U
| +Dy(Qy, - B'N)D, DN g
- BTleDrinzDN + BET(' Déz - Q11+Q12D§Q21)B>1NDN I+ BTQ12D§1 NTE

Ul
[u
I
(‘D&D ™ D> D
O\ NNy

piK=

('D8> %('D

Theorem: The eigenvalues of the preconditioned matrix P 'K are

exactly one (with multiplicity 2m- r, or maintained away from zero

which are either real number of the form

| 14 VA (DyQD, +ev,

ViV

or complex number of the form

f'D,Q,D, f +h'D,Q,,D,h+2f"(C- C")h
fTf+h'h

Where C=DN"B'Q,D, and v, = f +ih.

Proof: Let vbe the eigenvector of P'K corresponding to the

eigenvalue | , that is P"'"Kv=1v. Let | =1+t and performing the

usua partitioning v =[vg,Vvy,V,].

The eigensystem can be rewritten as Kv = (1+t )Pv. By substitution,

we get the following:

where e isasmall positive constant

| =1+
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él +DgQy,Dg DgQ, Dy Deg B ';EEVB u

g DyQ,;Dg | +DgQ,D, DyN' L(EVN H
& BDg ND, 0 kv, 4
& +DyQ,;D; DgQ,Dy Dy B Uv, U
=1+t )g DnQ2:Dg I 0 %VNH
& BDg 0 0 kv, 4
which yields:
t[(1 + DgQyDg)Vs + DgQy,Dy vy + DBBTVy] =0, (2)
DyQ,,DyVvy + Dy NTVy =tDyQyDgVp vy, (2
ND, v, =tBD;V;. (3

Equation (1) istruefort =0 or
(I + DBQllDB)VB + DBQlZDNVN + DB BTVy =0.
Thefirstcase t =0.

By the substitution t =0in (2) and (3), we will have:
D,Q,,D\Vv, + Dy NTvy =0, 4
ND,v, =0. (5

Now, we will discuss a number of cases depending on v, v and v, .

aThe case of v =0and v, =0, the two equations (4) and (5) are
true. That gives the eigenvector v =[v,,0,0] associated with the unit
eigenvalue with multiplicity m, Because there is away to find easily
mlinearly independent vectors v, .

b.The case of v, =0and v, =0, the eigenvector v=[00,v,]
associated with the unit eigenvalue with multiplicity m- p. Because

it can befound m - p linearly independent vectors.
The second case:

(I + DgQ,,Dg)V + DgQ,D\ vy + Dy BTVy =0. (6)
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From (3) we get tv, = D;'B 'ND,,v,, . By substituting this in equation
(2), it can be found:

DNQ22DNVN + DN NTVy - DNQZlB_lNDNVN :tVN' (7)
Now, we will discuss a number of cases depending on v, v and v,.
a. Let us choose v,, such that:

(6l + DyQ,,B*NDy)v, =DyN'yv,, (8)

Where e is either e =0 when D,Q,,B"'ND,, is a nonsingular or
el (0,d) when D,,Q,,B"*ND, isasingular, where
d =min{|x, [:x, * O, x, areall eigenvaluesof D,Q,,B'ND, .

The choice of e guarantees that the matrix (el + D, Q,,B'ND,,) is

non-singular. For v, * Oand D, NTvy 10, concludethat v, * 0.
By substituting (8) in (7), we will find:
(el + DyQ,,Dy)vy =tv,.
t isared postive number, since (el + D,Q,,D,)is symmetric and
also positive definite.
For v, 1 0, it can befound that:
— V-Il\—l DNQZZDNVN +a/-|l\—lVN
ViVa '
The vector v, will be chosen such that the equation (6) should be
satisfied. That gives the eigenvector v =[vg,V,,V,], associated with
the eigenvalue | =1+t with multiplicity r. Because we can find r
linearly independent vectors v, such that D, NTvy 1 0, whichisaso

t

linearly independent with the vectors v, in case 1.b.
b. Let uschoose:
v, =B TQ,DyVy.
By substituting thisin equation (7), we get
D,Q,,DyVy + DyN'B 'Q,D,V, - DyQ,;B'ND,v, =tv,.
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Let C=DN"B 'Q,D,, so the previous equation becomes
DyQ,,DyVy +Cvy - Clvy =ty ©)
Because Q isasymmetric matrix.
Let us multiply the equation (9) by v, . We can obtain the following
eguation:
H H HAT — i+ H
W D@2, Dy vy + Vi Cvy - v Clvy =ty (10)
Let v, = f +ih, where f and hare the real and the imaginary part
of v, respectively.
Then, the equation (10) can be rewritten as follows:
f'D,Q,,D,f +h'DQ,,Dh+2if"(C- C")h=t (f"f +h"h).
For nonzero v,, , thenwewill have fTf + h"h® 0. That leads to:

. - 17DyQuD, f +h'D,Q,Dyh+2ifT(C- CNh.

fT'f+h'h
and
| =1+ f'D,Q,D, f +h'D,Q,,D,h+2if "(C- CT)h_ (12)
fTf+h'h
Wherethered part of | isgivenas:

fTDNQZZDN f + hT DNQZZDNh

fTf+h'h '
D,Q,,D, IS symmetric positive definite matrix and v, * 0. Therefore,
Re(l )3 0. That leadsto | is kept away from zero. The vector v, can
be chosen such that the equation (6) is satisfied. That gives the
eigenvectors v =[vg,V,,V,], associated with the eigenvalues (11)
with multiplicity n- m. Because it can be found n- m linearly
independent vectors v, .
We deduce from the previous studied cases that the preconditioned

matrix P 'K has 2m- r unit eigenvalues (eigenvalues equal one) and
the remaining eigenvalues are kept away from zero, which are either

Re(l ) =1+
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l+ V-l{l (DNQZZDNVN +e| )VN

rea of the form -
VNVN

, Where the number
V-Il\—l (DNQZZDNVN +e| )VN
ViV
a diagona matrix with positive elements and Q,, is a symmetric

positive definite matrix, since Q isasymmetric positive definite too.
or complex of the form
N f'D,Q,D, f +h'D,Q,,Dh+2if"(C- C")h
fTf+h'h ’

where v, = f +ih. Thereal partisasfollow:
+ fTDNQZZDN f + hT DNQZZDNh ]

fTf+h'h
Also, this number is equal to one plus a positive number for the same
previous reasons.
That makes the eigenvalues of the preconditioned system are well
clustered. In addition, the conditioned number of the preconditioned
matrix is not ill conditioning and very well stable. As, it equals to the

smallest eigenvalue divided by the largest eigenvalue. These features
make the convergence analysis of iterative methods very good.

5 Conclusions

In this paper we showed that all eigenvalues of the preconditioned

system are kept away from zero. They are exactly equal to one plus

positive numbers. In addition, the eigenvalues are one of the following

groups:

Equal to one, or
v, (DQ,,D\V, +el)v,
Vi Vy

f'D,Q,,D\ f +h'D,Q,,D,h+2if (C- C")h
fTf+h'h '

These lead to very important features of the preconditioned matrix: the

eigenvalues are well clustered and the condition number of the

preconditioned matrix is very well stable. The immediate result of

those features is the fast convergence of the iterative methods, which
we keen to get thisresult.

is a positive number, since the matrix D, is

1

1

Equa to 1+

, Oor

Equal to 1+
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