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((EJ» Summary

Colorectal cancer is one of the most common cancers worldwide. Therefore, early detection, accurate diagnosis, comprehensive assessment of
treatment response, and precise prediction of prognosis are essential to improve the survival rate of patients. The domain of medical diagnostics is
increasingly shifting towards molecular diagnostics, facilitated by the availability of extensive clinical and omics data., and pioneering research in
the field of machine learning, Al has shown great potential in the clinical field of colorectal cancer CRC, therefore Al provides new auxiliary methods
for doctors in identifying high-risk patients as well as in predicting possible developments. The current study included two axes: the first is to
investigate the C-Flip protein, especially because some of the genetic changes of the C-Flip protein are important in the main pathways associated
with the occurrence of colorectal tumors as a biomarker, and the second is the use of bioinformatics in the evaluation of the C-Flip protein
biomarker in early detection and prediction of colorectal cancer by measuring the gene expression of this protein using qRT-PCR technology. The
samples in this study were divided into three groups: first: 30 samples were collected plus data taken from the qPCR device of 236 images (200
images of healthy samples, 96 images of Patient samples), second: enhancement of images Augmentation to 432images (291 images of healthy
samples, 141images of Patient samples with colon cancer), third: data taken from the qPCR device for people with liver cancer 142 images. This study
designed an expert system that helps the physician in the diagnosis and early detection of colorectal cancer (tumor and determining its grade) and
supports his decision in classifying the type of tumor whether it is a benign colon tumor or a malignant colon tumor, using deep learning
algorithms. This system is an application based on the deep convolutional neural network dedicated to receiving images from qRT-PCR and
analyzing them written in the Python language and using it in diagnosis. In this research, a methodology was proposed consisting of three deep
learning models: two convolutional neural network (CNN) models, one of which is a model for binary classification and the other for multiple, and
the second is using the Vision Transformer (VIT) to enhance the performance of binary prediction of colorectal cancer.

The results of training and testing the model according to binary classification using the Convolutional Neural Network (CNN) on the two
mentioned datasets (the first and the second), showed that the performance metrics indicate that the accuracy of the system on the second dataset
was 0.9554 in the training data and 0.9452 in the test data, and when training and testing the model on the two datasets (the first and the second)
using binary classification via the Vision Transformer (VIT), the performance metrics showed that the accuracy of the system on the second dataset
was 0.9660 in the training data and 0.9543 in the test data . As a result of the comparison between the CNN and VIT models that were used in
developing an expert system aimed at the early detection of colon cancer, the CNN model is an effective and fast tool in the prediction process. It is
characterized by accuracy 0.9452 in classifying and diagnosing the input images. In contrast, the large language model provides higher accuracy in
classifying and diagnosing images, but it requires a longer time in the prediction process compared to the CNN model.
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